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Abstract—One of the major trends in research on Self-Protecting Systems is to use a model of the system to be protected to predict
its evolution. However, very often, devising the model requires special knowledge of mathematical frameworks, that prevents the
adoption of this technique outside of the academic environment. Furthermore, some of the proposed approaches suffer from the curse
of dimensionality, as their complexity is exponential in the size of the protected system. In this paper, we introduce a model-integrated
approach for the design of Self-Protecting Systems, which automatically generates and solves Markov Decision Processes (MDPs) to
obtain optimal defense strategies for systems under attack. MDPs are created in such a way that the size of the state space does not
depend on the size of the system, but on the scope of the attack, which allows us to apply it to systems of arbitrary size.

Index Terms—Intrusion Response System, Autonomic Security Management

1 INTRODUCTION

Effectively protecting enterprise networks from cyber at-
tacks is a challenging task due to their large scale and
the heterogeneity of the underlying hardware and software
components. Current Security Information and Event Man-
agement Systems (SIEM) [30] products (e.g., [4], [9], [28])
are focused on intrusion detection, leaving the responsibility
of intrusion response to the system administrator, where
he/she typically manually protects the system once an alert
is raised, or configures a static mapping between every alert
typology and its proper countermeasure. However, when
trying to counter an attack, the time factor is critical [14] and
any non-guided human resolution attempt could introduce
a significant stress and delay to the execution of the proper
response, thus providing to the attackers more time to
accomplish their objectives [16].

Intrusion Response Systems (IRSs) (e.g., [29], [50], [54])
are usually classified according to their level of automa-
tion [52], i.e., notification systems, manual response systems
and automated response systems. Notification systems do
not usually provide automated protection, rather they pro-
vide a platform on top of which the system administrator
can build his own countermeasure selection methodology.
Manual response systems (e.g., [58], [60]) introduce some
level of automation by providing a static mapping between
the currently detected attack and the prospective responses.
SIEMs usually provide this level of automation. However,
an attack-response static mapping has been proven not to
be an effective approach to protect a system [29], because of
the scalability issues introduced by the massive amount of
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newly discovered attacks and by the ability of the attack-
ers to bypass known protection mechanisms. Automated
response systems (e.g., [11], [18], [34], [42], [51], [53]) are
designed so that the system defense process does not require
any human intervention. Usually they use a model of the
system (e.g., [62]) and/or of the attacker (e.g., [19], [63]) in
order to predict the evolution of the system itself and the
attacker’s strategy.

Most of the existing literature treats separately the in-
trusion detection and response problems and, to the best
of our knowledge, none of the existing works aims at
producing a comprehensive software architecture with the
corresponding prototype that includes all the phases of
defense life-cycle. To this end, we developed a model-based
Autonomic Security Management (ASM) framework, based
on the Monitor, Analyze, Plan, Execute and Knowledge
(MAPE-K) loop for autonomic systems [23], [33]. In this
paper, we focus on the Plan phase of the ASM, and we in-
troduce an approach based on Model Integrated Computing
(MIC) [46] to automatically instantiate, reduce, and solve the
intrusion response problem.

MIC has been widely used to achieve autonomic perfor-
mance optimization (e.g., [17], [44]), for cyber-security ex-
perimentation of cyber-physical systems [61] and for formal
validation of cyber-security constraints [46]. The proposed
approach relies on a meta-model that captures the architec-
ture and dynamics of the system from security perspectives.
System dynamics are used to predict the system evolution
and, ultimately, to compute the protection plan. We focus in
this paper on enterprise systems as a domain of application.
However, the proposed approach can be easily extended to
other domains such as, for example, health care systems and
cyber-physical systems.

1.1 Contributions and Organization

In our previous works [25], [26], we introduced an approach
based on a Markov Decision Process (MDP) [5] and stochas-
tic games [§] for planning optimal system defense strategies



assuming zero or partial knowledge of the attacker. How-
ever, one of the main limitations of the proposed approach
was that a new MDP had to be formulated ad-hoc for every
different system we intended to protect. For this reason,
in this paper we propose an approach based on MIC to
graphically design system models, more amenable to system
administrators, that can be automatically transformed to
an MDP formulation. Furthermore, MDPs are known to
suffer the curse of dimensionality [5], because they are based
on a state space that grows exponentially according to the
size of the defended system. For this reason, we presented
in [27] an MDP solver that was able to leverage the exis-
tence of Intel Xeon Phi many-core accelerators to reduce
the planning time. However, we observe that exploiting
accelerators is only a part of the solution, because only a
constant speed-up can be obtained, whereas the problem
has an exponential complexity. To this end, we introduce
in this paper a technique for the creation of MDPs is such
a way that the state space is not dependent on the size of
the modeled system, but only on the scope of the attack,
that is, on the amount of components of the system that are
directly or indirectly affected by the attack. We also provide
a formal demonstration that, under certain conditions, the
optimality of the solution is maintained. In order to evaluate
our approach in a quantitative fashion, we provide an
experimental case study highlighting (i) the effectiveness of
state space reduction techniques and (ii) that the number of
the components in the system to be protected is not the key
factor undermining its applicability to real scenarios.

The remainder of the paper is structured as follows.
Section [2| introduces the enterprise system meta-model.
Section (3| presents the theory underlying MDP-based plan-
ning, the transformation from system model to MDP, and a
technique to reduce the state space while maintaining the
optimality of the solution of the MDP. Section 4] experimen-
tally shows the effectiveness of the proposed state space
reduction technique. Threats to the validity of the proposed
approach are discussed in Section [5, whereas related works
are discussed in Section @ Finally, Section [ﬂ concludes the
work and discusses future works.

2 MODEL-INTEGRATED SYSTEM DEVELOPMENT

Having a model of the system allows to predict its evolu-
tion [2] and to produce a defense strategy. Model-Driven
Engineering can be used to design and implement model-
based systems, and several paradigms have been proposed,
such as, Model-Driven Architecture (MDA) and Model-
Integrated Computing [6] (MIC). On one hand, MDA em-
ploys an approach to system modeling that is based on
three view-points: computation independent, platform in-
dependent, and platform-specific [20]. Each one of these
view-points can be used to create its respective model,
that is, Computation Independent Model (CIM), Platform
Independent Model (PIM), and Platform Specific Model
(PSM). On the other hand, MIC extends MDA by letting
the designer model generic view-points of the system. That
is, MIC introduces some additional flexibility that is particu-
larly useful to model complex systems with custom aspects.
One of the most commonly used languages for MDA is
Eclipse Modeling Framework (EMF, [55]), whereas Generic
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Fig. 1: Variable Meta-Model

Modeling Environment (GME, [35]) can be used for MIC.
However, the authors of [6] have shown that, although non-
trivial, a model transformation between GME to EMF is
possible.

We adopt the MIC paradigm, and we use GME for
its implementation. Although developed in an academic
environment, GME is a production-ready tool used world-
wide in industry and academia [32]. It envisages three
user roles [38]: environment designers, domain experts, and
component developers. Environment designers must have a
deep knowledge of the domain, and a full understanding of
how the GME toolbox works. They are in charge of building
the meta-model for a class of systems, and the correspond-
ing modeling language, which in turn is used by domain
experts to build models of instances of systems. Finally,
component designers leverage the structure provided by
the meta-model to interpret models and build model-based
software tools.

2.1 System Meta-Model

A meta-model is the model of a class of systems. In this
paper we present the design of a meta-model that captures
the structure and the dynamics of enterprise systems. The
base concept on which the entire meta-model is founded
is the Variable class. As shown in Figure [1} it can ei-
ther represent the state of a specific system component,
(Systemvariable, e.g., the status of a service, the CPU
load of a particular server, the configuration of a network,
and the version of an installed software), or the probability
that a certain type of attack has currently been detected
(Attackvariable). Variables are characterized by a type
(e.g., Boolean, Integer, Double, and so on), and by a
value.

The Enterprise System Meta-Model is represented in Fig-
ure[2] The latter defines the following hierarchical structure:
the SystemModel is the highest level of abstraction of the
system. It contains objects of type Server, Network and
NetworkConnection. The Server class models real phys-
ical or virtual machines, possibly connected to a Network
through a NetworkConnection. A Firewall is a special-
ization of a Server that models filtering rules and rout-
ing tables. Servers execute Process instances and contain
Data, either in the form of a File or of a Database
for a higher abstraction. Since different servers, processes
and data can have different importance on a given system,
we characterize the importance of a specific asset with
a parameter named Criticality. We define the latter as an
integer value ranging from 0 to 10, where 0 indicates that
the considered asset is not critical for the system, while 10
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Fig. 2: Enterprise System Meta-Model

implies the highest possible criticality. We assume that the
system administrator sets the appropriate criticality value
to each one of the assets. Every process instance is charac-
terized by a UserReference, which points to the owner
of the process, and by the Application that spawned the
process itself. Furthermore, each Server, Process and
Network object includes an arbitrary number of Variable
instances, that are used to model their attributes (e.g.,
whether or not a server is powered on, the system uptime,
the path to the executable of a given process, and so on).
The SecurityPolicy class models the security policy that
the system has to comply with.

The hierarchical structure described so far is able to
capture the static composition of a system. However, since
our aim is to predict its evolution, we are also interested in
its dynamic behavior. In other words, we need some tool
that allows us to describe how the system state can change
over time. To this end, we create an Action meta-model
(not showed here for space reasons), with the Action
class as its core component to model the execution of the
defense commands on the system. Each Action instance
uses a VariableReference instance to compose expres-
sions regarding its pre-conditions and post-conditions. A
Precondition instance is a boolean expression identifying
the subset of states in which the action is executable; a
Postcondition instance is a formula that sets new values
to the referred variables. In other words, postconditions
define the probability distribution of the next states of the
system after the execution of an action. Actions can be
executed on Server, Process and Network objects and
are characterized by several parameters used in the defense
strategy planning problem, such as:

e cost, representing the economic cost of the execu-
tion of a given action;

o execTime, representing the average amount of time
needed to complete the execution of a given action;

e confidentiality, representing the impact on the
Confidentiality attribute of the Confidentiality, In-
tegrity, Availability (CIA) triad. This value ranges
from 0 to 1, where 0 indicates no impact on the
Confidentiality, while 1 implies total information dis-
closure;

e integrity, representing the impact on the Integrity
attribute of the CIA triad. This value ranges from 0
(no impact) to 1 (total impairment);

e availability, representing the impact on the
Availability attribute of the CIA triad. This value
ranges from 0 (no impact) to 1 (asset unavailable).

An example of highest level of the hierarchy of a system
model compliant with the proposed meta-model, an exam-
ple of security policy, and an example of characterization of
an action are depicted respectively in Figures 5] [|and

3 INTRUSION RESPONSE METHODOLOGY

In the following, we provide a short introduction to the
theory of MDP (Section ; then, we discuss in detail how
we transform a system model to a MDP-based represen-
tation (Section [3.2); finally, we present a technique for the
reduction of the state space of the MDP (Section 3.3).

3.1

Our approach to response planning is based on solving an
instance of the MDP derived from the system model having
the current state of the system as the initial state.

We define an MDP as a tuple (S, A, P,R,T,~), where
S is the state space that the agent can navigate, A is the
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finite set of actions available to the agent to navigate such
a space and T' C S is a set of terminal states, i.e. the states
from which the agent cannot move. The dynamics of the
system are given by the transition probability function P :
SxAxS — [0,1] st. P(so,a,s1) is the probability that
by executing the action a in state sp, the next state is s;.
While moving through the state space, the agent is given
bonuses and penalties according to the reward function R :
S x A x S R, with R(so, a, s1) being the reward given to
an agent that from the state so moves to a state s; selecting
the action a. Finally, the parameter v € [0, 1] is the discount
factor, which models the agent’s preference for short-term
or long-term rewards.

Whilst the classical definition of an MDP [5] does not
include the set T of terminal states, this notion is crucial
to our approach. Indeed, we consider the set of terminal
states as the set of all the states in which the security policy
defined in the system model is satisfied, and we use it as a
termination condition while solving the MDP instance.

In the domain of automated intrusion response, with
the objective of simplifying the formulation of the system
model, it is common to consider the actions independently
from the state where they are executed [12], [26]], [40], [53]. In
this paper, we use a simplified reward function R : A — R,
so that it only depends on the executed actions, that is,
for all states sg,s7 € S and actions a € A we have that
R(s0,a,s1) = R(a) holds.

According to this assumption, we define the reward
function as a linear combination of five criteria: cost, exe-
cution time, confidentiality, integrity, availability.

T(a) Cla)

mazx ¢ Cmax (1)
- wconfconf(a) - wz‘[(a) - waA(a‘))

where Wy, We, Weon f, Wi, Wq € [0,1] reflect the importance
of, respectively, execution time T'(a), cost C'(a), confidential-
ity Conf(a), integrity I(a), availability A(a) optimization
criteria for action a. Criticality € {0,1,...10} is taken as
the maximum of the criticalities of the assets involved in
the execution of action a and works as a negative reward
amplifier that discourages, when possible, the execution of
actions on critical components of the system. T},q, and
Ciaz Tepresent respectively the maximum response time
and the maximum cost for the considered response actions
and are used to normalize their values.

The given definition of an MDP is quite impractical
to work with, both for problem description purposes and
to apply the state space reduction techniques discussed in
Section[3.3} because the state space has no structure that can
be exploited. For this reason, and in order to bridge the gap
between the MDP theoretical framework and the behavioral
meta-model described in Section we adopt a factored
representation of an MDP [21], derived automatically from
a system model as described in Section As we will for-
mally define in the following, in this factored representation
the state space is generated by the set of variables defined
in the system model and the dynamics of the system state
are described by a set of difference equations over the state
variables associated with each action post-condition.

In the following, to keep the presentation clear, we
assume the state variable values to range over a single

R(a) = Criticality x (—w;
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arbitrary domain: the set of all the possible strings ¥* from
an arbitrary alphabet 3. This does not hurt the generality
since the discussion could be easily extended by introducing
the set T of the variable types as defined in the meta-model
(see Section , the function ® : T — 2% that maps a
variable type to its domain (i.e. the set of all possible values
a variable of that type can have, encoded as strings in >*)
and by adding some constraints between variables and their
domain where required.

In order to formally define our factored representation of
an MDP, to which we refer in the following as MDP factored
model, we need to introduce some definitions and notation.
Let V be a set of variables characterizing the state of a given
system. We define the state space Sy generated by V' as the
set of all the functions V' — X, so that a system state is
represented by a function that associates a value to each of
the variables in V. In order to represent the post-condition
dynamics, we define the family Ey of evaluation functions
over the variables V as the set of all the functions Sy, —
3*, namely the functions that evaluate a system state to a
value in ¥*. Similarly, to represent the action pre-condition
and the system security policy (i.e., the MDP termination
function) we define the family By of boolean evaluation
functions as the set of all functions Sy — {true, false},
that assign a truth value to a system state. In the prototype
implementation all these functions are represented as Spring
Expression Language (SpEL) [43] strings and are evaluated
at runtime with the system state as a context.

For a given variable set V, we define Py, C [0, 1] X Dy
as the set of all the post-conditions that can be represented
over V, where Dy is the set of all functions V' — Ey
that map the future value of each system variable to an
evaluation function, viz. the set of all the representable
system dynamics equations. Therefore, a post-condition is
a tuple (p,\) where p is the probability that the action
outcome described by the system dynamics equation set A
occurs.

With these basic definitions set up, we can say that
our representation of an MDP factored model is a tuple
(V, A, &, A\, ¢, R, ) where V is the set of system variables, A
is the set of actions, £ : A — By is a function that maps each
action to its pre-condition evaluation function, A : A — 2Fv
is a function that associates a set of post-conditions to an ac-
tion, ¢ € By is a boolean evaluation function to serve as the
MDP termination function, R : A — R is a stateless reward
function and v € [0, 1] is the discount factor. Moreover, for
A to be valid, the following must hold:

Vac A p=1
(p,A)€A(a)

Given an MDP factored model M = (V, A,§, A, ¢, R,),
in the following we denote as M = (Sy, A, P, T, R,~) the
MDP resulting from the interpretation of the factored model
M, s.t. the set of terminal states T = {0 € Sy | ¢(0) =
true} is the set of states satisfying the termination function
¢ and the transition probability function P is defined in
terms of the system dynamics as follows
p 3N €A@): o0 o
0 otherwise

P(007I701) = { (2)
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where 25 C Sy x Sy is a binary relation s.t. o 2 o1 holds
iff Yo € V g1(v) = A(v)(00).

From the implementation perspective, in the MDP solv-
ing phase the factored model is interpreted as an MDP
suitable to be solved with the BURLAP library [1].

3.2 Transformation of the System Model to MDP

The diagram in Figure [3|shows the process of automatically
transforming the GME system model into a MDP instance
solvable by BURLAP. An XML of the exported system model
maintains all of the configurations developed in GME. Since
the GME model contains details that are not needed for
the instantiation of the MDP problem (e.g., configurations
of the monitoring agents, auto-deployment settings and so
on), we apply a XSLT transformation to strip the model from
all the unneeded details. Specifically, the transformed XML
holds the extraction of: the variables for the creation of the
MDP state structure, the attributes from each action that
determine the MDP reward, the pre- and post-conditions
of each action to create the MDP transition dynamics, and
the security policy to build the MDP termination func-
tion. Afterwards, JAXB is used to unmarshall the MDP
XML model into a Java instance of the MDP model. The
post-processing chain enables additional arbitrary model-
to-model transformations that we use to address the com-
plexities that arise from some of the features provided by
the modeling environment. For example, although not dis-
cussed in detail in this paper for space reasons, we defined
the concept of action templates for actions that behave in a
similar manner in the GME system model. In order to keep
the MDP solver simple, these action templates are grounded
into simple actions within the post-processing chain. Once
the transformation process is complete, the instance of the
MDP model is used as input to the BURLAP MDP solver.

3.3 System model reduction

In order to solve the minimal MDP in terms of size of the
state space, we apply the variables elimination technique we
developed to reduce the MDP state space acting on the MDP
model, possibly keeping the ability to find optimal solu-
tions. In the following, we introduce some more definitions
to formally describe this technique. We define a function
Uy @ (Ey UBy) — 2V s.t. given an evaluation function in
Ey or By, returns all the variables in V' the evaluated value
depends upon. The ¥y function is defined as follows:

Uy (f)={z €V |VoeSy,veX flo) # flofz\v])}
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where with the o[z\v] notation we mean a higher-order
function Sy x V x ¥* — Sy s.t.

v T=1y
a(y)

olz\v](y) = {

otherwise

Although in general this function could be challenging
to compute, the factored representation makes its realization
straightforward. From the implementation standpoint, since
the evaluation functions are represented by expressions,
the ¥y function is realized by returning all the variables
referred in the given expression. For example, given an
evaluation function f(vg,v;) described by the expression
vo + v1 + 1, we have that ¥y (f) = {vo, v1}.

3.3.1

Given an MDP factored model M = (V, A, &, A, ¢, R,7),
the variables elimination technique is aimed at building a
reduced factored model M’ = (V' A, ¢/ N, ¢', R,~), with
V'’ C V being the smallest subset of the original variable set,
s.t. an optimal policy can still be found to bring the system
into a state satisfying the system security policy.

The rationale behind this approach is to eliminate from
the problem all the post-condition equations that do not
directly or indirectly change the values of the variables
referenced by the termination function. Thus, the main step
in order to construct the reduced factored model, is to find
the smallest subset of variables that preserves the possibility
to evaluate the termination function.

Given an MDP factored model M, let Ly, = (2V,C ) be
the complete lattice of the power-set of V. For M we define
the dependency closure step as a function Jpq : 2V +— 2V s.t.

Variables elimination

Sm(W) =W U | {z e Ty (&a) UTy(Mw))|Fwe W,
a€A

(p,\) € Ala) : Ty (AN(w)) # 0}

Indeed, each application of d¢ returns the given set
of variables (possibly) augmented with all the variables
taken from the actions’ pre-conditions and post-conditions
equations, that directly influence the value of any other
variable already present in the set.

Since a4 is defined to be an increasing function over
Ly and V is finite, as a consequence of Tarski’s fixed
point theorem [59] we have that d, has a least fixed point
LFPr, (0r) and 3n € N, LFPr,, (d01) = O}, (L).

We are interested in finding the smallest subset of V' still
having all the variables used in the termination function,
thus we work on the interval lattice Ly = ([V, Uy (¢)], C),
which is also a complete lattice, and we find the least fixed
point Ayq = LFP; (daq) iterating the application of the
dependency closure step function over Ly, starting from
the infimum element Uy (¢), i.e. the set of variables used by
the termination function.

3.3.2 Construction of the reduced MDP model
Given an MDP factored model M = (V,A,£,A, ¢, R,7),

we build the reduced model M’ = (V' A &' A, ¢', R, ) as
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Since the state space Sy is restricted to Sy, it may be
the case that more than one state is mapped to the same
reduced state of the restricted state space (see Figure [).
For this specific reason, the termination function ¢’ for a
given reduced state is defined as the conjunction of the
applications of the original termination function ¢ to all the
states that map to the same reduced state.

As a consequence of how the post-conditions mapping
A’ is defined, we have the following property.

Lemma 1. Given a post-condition dynamic equations set A :
V — Ey of some MDP factored model M and its corresponding
equations set X' : V' +— By, built as shown in the definition of
A in the reduced factored model M’ the following holds

’

A A
VJU7(71 €Sy 09 > 01 &= 09 [vv— 01 [v/

In the following, when we want to refer to a specific
constituent of either an MDP factored model M or its inter-
preted MDP M, we will add a subscript to the symbol used
to refer to that constituent, e.g. V¢ for the set of variables
of M and P, for the transition probability function of M.

Hereinafter, we use the following definition of the g-
value function Q} for an MDP X

Q}(a,a):Rx(a)—i—'yZP)e(a,a,U’).Vf‘?(g’) 3)

where V7 is the state value function of the optimal policy
77} for X , both defined as follows

Vilo) = max Q0.0 @
(o) = argmax Q% (0, a) )
a€ZEx (o)

where the function Zy : Sy, + 24% st. Zx(0) = {a €
Ax |€x(a)(0)} gives the subset of the actions defined in the
factored model X that are available in a certain state.

Theorem 1. For a given MDP X' interpreted from the reduced
factored model X', which was derived from a factored model X
by applying the construction given in Section the following
holds

Vo€ Ao €Sy Qi(o,x) = Q% (0 v/, ) ©)

with V and V' being the variable sets, respectively, of X and X’
and A being the action set of X'.

Theorem 2. For a given MDP X' interpreted from the reduced
factored model X', which was derived from a factored model X

[ 7 \T
v / /l
> o, <« -
() {)
v
x B
Yy Y
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!

Fig. 4: State space restriction. The state transition graphs of both an
MDP M (left) and the reduced MDP M/ (right) are shown. A dotted
line is drawn between a state of M and the reduced state in M’,
obtained by the restriction [y,/ of the original state to the set V/ = A x4.
In the depicted case, two states 7 and o are restricted to the same state
ol = 0o [y/= T [ys. The action z is represented with a dashed line to
mean it can be removed from the reduced MDP model M’ due to its

lack of utility (see .

by applying the construction given in Section the following
holds

Vo € Sy V}(J) = V*A,(U h//) @)

Moreover, if the reward function is always negative as
the one defined in (I), we can optimize the reduced MDP
further by removing post-conditions and potentially entire
actions, according to the following result.

Lemma 2. Given an MDP factored model X and an action a €
Ax, under the hypothesis (h0) that the reward function is always
negative, any post-condition (p, \) € Ax(a) s.t.

A
Yo €Sy, 0 =0

; ;. *
can be removed without changing the state value V', (o).

As shown in when the dependency closure

step is iterated starting from the set of variables used in the
security policy, the application of the variables elimination
technique to an MDP model produces a new reduced MDP
model, whose optimal policy leads to the same total reward
the agent would have on the original MDP. In this case we
say that we are applying conservative variables elimination,
since after the optimization we are still able to find optimal
policies. Furthermore, this kind of optimization can be ap-
plied in an offline fashion, i.e. with no dependency on the
actual system state.

The same technique can be applied starting from a
different set of variables, trading the possibility to find
optimal solutions for a more aggressive MDP state space
reduction. This is useful especially during the runtime of
the ASM, when a number of heuristics can be applied to
the information produced by the sensors to build subsets
of the system variables to be used as a starting set. As an
example, the attack information provided by the IDS can
be used to determine the subset of the variables impacted
by the attack and this subset can be used as the initial set
for applying variables elimination. Another heuristic can be



realized by analyzing the system state changes in which
the initial state satisfies the security policy, while the final
state does not. Hereafter, we will refer to this technique as
divergence compensation. Given such a state change, the only
variables that changed their value can be used as the starting
subset for variables elimination. The rationale behind this
heuristic is to solve the reduced MDP model having only
the actions that can act on these changed values. Whilst
possibly not optimal, the resulting policy will compensate
the change bringing back the system in a state satisfying the
security policy.

4 CASE STUuDY

In this section we present experimental results obtained by
letting the Planner plan a defense strategy to protect the
system represented by a sample system model.

After characterizing the sample system model adopted,
a description of the methodology used to conduct the ex-
periments follows. The section ends with a discussion on
the results, where we evaluate the produced policies and the
effectiveness of the state space reduction techniques applied.

4.1

The sample system model includes three hosts, a firewall
and two networks, as depicted in Figure 5} The AppServer
host runs the Tomcat service provided by the Tomcat pack-
age, while the WebServer host runs Httpd and Vsftpd
services provided, respectively, by the packages Apache
and Vsftp. Finally, the DBServer host runs the Mysqgld
service provided by the Mysqgl package.

In order simplify the system model design, our pro-
totype supports parametric action templates for behavior
specification. In Table || all the action templates defined
in the sample system model are described, whilst Table @
shows the actual (ground) actions resulting from the appli-
cation of templates to components, as defined in the system
model itself, along with the action-dependent reward func-
tion parameters. As an example, in Figure [/| the definition
of the Quarantine{H} action template is shown, in which
the pre-condition requires the Is{H}Quarantined variable
to be false for the action to be executed, while the post-
conditions model the possible outcomes: the successful one
sets the Is{H}Quarantined to true with a probability of
0.9, whereas the other models a failure by leaving the state
unchanged.

The global security policy for the sample system model
is shown in Figure [} Two safe regions have been defined,
with different levels of confidence: RO requires all the com-
ponents not to be under attack and all the installed packages
not to be vulnerable, whilst R1 relaxes these constraints
on the WebServer host, provided that it gets quarantined.
Both of the safe regions require all the hosts to be on with
a maximum load per instance of 70% and all the services to
be started.

Sample system model

4.2 Methodology

The Planner does not enumerate the entire state space, that
could be possibly infinite, but explores only the states that
are reachable from a given initial state. In order to generate

Application
Server

Database
Server

b

Back-End
Network

Front-End
Network

Web Server Firewall

Fig. 5: Topology for the sample system model.
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AnyNonWSServiceUnderAttack IsFalse
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Z

AllHostsOn

IsTrue
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Fig. 6: Global security policy for the sample system model. In
order to promote compactness and flexibility in the representa-
tion of security policies, we employ pattern meta-variables in
formulas that are expanded to ground formulas in the model
transformation stage as we do for action templates (see Section
. For instance, the pattern meta-variable AnyHostUnderAttack
in the formula —AnyHostUnderAttack is parametrized by the
regular expression Is(.+)UnderAttack, thus it is expanded
to mIsAppServerUnderAttack A —mIsWebServerUnderAttack A
—IsDBServerUnderAttack, i.e. the conjunction of the ground for-
mulas bound to the state variables matching the pattern.

an MDP with an increasing number of states given a single
system model, we start from a safe state oy to build a
sequence of unsafe states {01, 03,...,0,}, where n is the
number of system variables involved in the global security
policy, s.t. o = 0y—1[x; \ v;] for 1 < i < n, with z; being the
i-th variable from an arbitrary total order and v; being any
value in the domain of z; turning the global security policy
to false. As shown in Table [2} we followed the lexicographic
order over the names of the variables within the same host

—0

True

Success

—Q®

Failure

@)——(H

HostlsQuarantined IsFalse

®

Precondition P =01

Fig. 7: Definition of the Quarantine{H} action template.



Name Parameters Variables Semantics
Cut{H}Cord H:Host Is{H}On, Is{H}UnderAttack, Powers off the host H, possibly causing filesystem corruption or
Is{H}FSCorrupted teminating an ongoing attack.
Fsck{H} H:Host Is{H}FSCorrupted Repairs filesystem(s) of the host H.
Quarantine{H}  H:Host Is{H}Quarantined Puts the host H in an insulated network environment.
ScaleUp{H} H:Host {H}Instances, {H}InstanceLoad Increases the number of instances for the host H.
ScaleDown{H}  H:Host {H}Instances, {H}InstanceLoad Decreases the number of instances for the host H.
Startup{H} H:Host Is{H}On, Is{H}FSCorrupted Starts up the operating system of H, if the filesystem is not
corrupted.
Shutdown{H} H:Host Is{H}On, Is{H}UnderAttack Shuts-down the operating system of H, thus possibly terminating
the attack condition.
Start{S} H:Host, Is{S}Started, Is{H}On Starts the service S, while the host H is on.
S:Service
Stop{S} H:Host, Is{S}Started, Is{H}On, Stops the service S, while the host H is on and S is running.
S:Service Is{H}{S}UnderAttack
Update{P} H:Host, Is{H}{P}Vulnerable, While the host H is on, if the package P is vulnerable and a new
P:Package, Is{H}{P}NewVersionAvailable, version is available, then P is updated and the related service S
S:Service Is{S}Started, Is{H}On restarted.

TABLE 1: System model action templates.

Attack scope  Host Variable Safety condition = Unsafe value
1=1 AppServer  AppServerlnstancel.oad <70 80
1=2 AppServer  IsAppServerTomcatUnderAttack false true
1=3 AppServer  IsAppServerTomcatVulnerable false true
i=4 AppServer  IsAppServerUnderAttack false true
i=5 WebServer  IsWebServerApacheVulnerable false true
1=6 WebServer  IsWebServerHttpdUnderAttack false true
1=T7 WebServer  IsWebServerUnderAttack false true
1=38 WebServer  IsWebServerVsftpVulnerable false true
1=9 WebServer  IsWebServerVsftpdUnderAttack false true
i =10 WebServer  WebServerInstanceLoad <70 80
=11 DBServer DBServerInstanceLoad <70 80
1=12 DBServer IsDBServerMysqlVulnerable false true
1 =13 DBServer IsDBServerMysqldUnderAttack false true
1=14 DBServer IsDBServerUnderAttack false true

TABLE 2: Incremental changes of the variables with the increasing of the attack scope.

while changing their values, starting the attack from the
AppServer host and extending it to the WebServer host
and finally to the DBServerHost.

Each unsafe state o; of the sequence, has i divergent
variables, namely the variables whose values do not satisfy
the safety conditions expressed in the global security policy.
In the following, we refer to i as the attack scope, and use it as
a simple measure of how extended is an attack: the higher ¢
is, the more components of the system are involved.

Given such a sequence of unsafe states and the MDP fac-
tored model M derived from the sample system model, for
each unsafe state o; in the sequence we generate a reduced
factored model M; by applying variables elimination (see
Section with the set of variables that changed their

value between the safe state oy and o; as the set of variables
to preserve. Before deriving the reduced models from M,
a variables elimination pass is performed to retain only the
variables referred by the security policy. In the following,
we refer to the reduced version of M as the full model.

In order to measure the effectiveness of the divergence
compensation technique, for each unsafe state o; in the
generated sequence, the MDP interpreted from both the
original factored model M and the reduced model M;
has been solved with the Value Iteration algorithm to find
the optimal policies 7} and 7}, respectively, using a dis-
count factor v = 0.99 and even reward function weights
Wy = We = Weonf = W; = wq = 0.2.

Finally, the average cumulative reward accumulated by



AppServer Action a T(a) C(a) Conf(a) I(a) A(a)
CutAppServerCord 1 0 0 0 1
FsckAppServer 1800 0 0 0 0
ScaleUpAppServer 10 10 0 0 0
ScaleDownAppServer 10 0 0 0 0
StartupAppServer 60 0 0 0 0
ShutdownAppServer 60 0 0 0 1
StartTomcat 5 0 0 0 0
StopTomcat 5 0 0 0 1
UpdateTomcat 1800 0 0 0 0
DBServer Action a T(a) C(a) Conf(a) I(a) A(a)
CutDBServerCord 1 0 0 0 1
FsckDBServer 1800 0 0 0 0
ScaleUpDBServer 10 10 0 0 0
ScaleDownDBServer 10 0 0 0 0
StartupDBServer 60 0 0 0 0
ShutdownDBServer 60 0 0 0 1
StartMysqld 5 0 0 0 0
StopMysqld 5 0 0 0 1
UpdateMysql 1800 0 0 0 0
WebServer Action a T(a) C(a) Conf(a) I(a) A(a)
CutWebServerCord 1 0 0 0 1
QuarantineWebServer 5 0 0 0 0.8
FsckWebServer 1800 0 0 0 0
ScaleUpWebServer 10 10 0 0 0
ScaleDownWebServer 10 0 0 0 0
StartupWebServer 60 0 0 0 0
ShutdownWebServer 60 0 0 0 1
StartHttpd 5 0 0 0 0
StopHttpd 5 0 0 0 1
UpdateApache 1800 0 0 0 0
StartVsftpd 5 0 0 0 0
StopVsftpd 5 0 0 0 1
UpdateVsftp 1800 0 0 0 0

TABLE 3: Reward function parameters for all the ground actions
defined in the sample system model.

the agent over 10,000 policy roll-outs was used to compare
the policies 7} and 7, for each i.

i

4.3 Evaluation

For each unsafe state o; in the sequence, two kinds of data
have been collected while calculating the optimal policies 7
and 7} (i) the size of the state space that the MDP explored
starting from o; and (ii) the total cumulative reward the
agent accumulated.

In the following, we use (i) to evaluate the effectiveness
of the state space reduction provided, while (ii) is used to
show the potential sub-optimality of the policies computed
on the reduced models.

Figure [8a| shows that, although the size of the explored
state space still grows exponentially with the attack scope,
the reduced model MDPs have a state space that can be
several orders of magnitude smaller in size than the one
generated by the full model. Indeed, by leveraging the
information about the state change, we can obtain a more
tractable problem, whose size depends on the extension of
the attack.

As shown in [theorem 2| of Section [3.3.2} if the reduced
model contains all the variables referenced by the security
policy and their dependencies, the optimal policy for the
reduced model is still optimal for the full model. The re-
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duced models generated by the divergence compensation
technique contain a smaller set of variables, so the resulting
optimal policies are not guaranteed to be optimal for the full
model.

Starting with ¢ = 5, the attack scope extends beyond
the AppServer component and the Figure [8b| shows that
7 starts to be sub-optimal w.rt. 7, i.e. the policy com-
puted for the full model. This situation arises since, in
our sample model, the only component for which there
exists an instance of the Quarantine{H} action tem-
plate is the WebServer host and the relaxed safe re-
gion R1 exists admitting safety whenever that compo-
nent is quarantined, regardless the value of the vulnera-
bility related variables IsWebServerApacheVulnerable
and IsWebServerVsftpVulnerable, or the attack re-
lated variables IsWebServerHttpdUnderAttack and
IsWebServerUnderAttack.

From Table 2] we have that, for ¢ = 5, the only
changed variable that is added to the set to be pre-
served is IsWebServerApacheVulnerable, but since
the QuarantineWebServer action does not reference
that variable, variables elimination does not preserve that
action in the reduced model. As a consequence, the
MDP generated from the full model knows about the
QuarantineWebServer action and chooses it to counter
the attack to the WebServer component, whilst the reduced
model cannot and is forced to counter the attack in a less
rewarding manner. A similar argument explains the sub-
optimality for all 7 > 5.

It is worth noting that, while the
QuarantineWebServer action can solve the issues
on the WebServer component for 5 < ¢ < 9, it is not
able to counter the violation of the safety condition for
the variable WebServerInstanceLoad that occurs with
1 = 10. As a consequence, the reward of the 7} policy does
not change for 5 <4 < 9, and continues to decay for 7 > 10.
The quicker decay of the reward of policies 7} is due to
the fact that in the reduced model more actions are to be
executed to bring the system in the safe region.

In conclusion, we found that the proposed approach
provides multiple benefits: (i) given the same computation
effort, it allows to deal with larger systems, possibly with
optimal results, (ii) the computation effort to counter an
attack does not depend on the size of the system, but
depends on its complexity and on the attack scope.

5 THREATS TO VALIDITY

Modeling enterprise systems is well documented. Hamilton,
Nash and Pooch noted [22]: “Broadly speaking, there are
two classes of strategies which may be used to validate a
model”: (i) axiomatic [48]] and (ii) empirical. The methodol-
ogy proposed in this paper is well suited to validation by
both axiomatic and empirical methods: the former can be
used when operations such as model minimization have to
be performed, as shown in Section |3} the latter are instead
particularly useful to measure the divergence of the model-
based predictions with real observations on the system.
Indeed, the primary threat to validation is an inaccurate
model of the target enterprise system. A model is valid
if it can produce the outputs that are equivalent to the
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ones that would be observed given the same inputs in the
environment being modeled [22]. In other words, the model
is capable of predicting the behavior of the system being
modeled within a specified tolerance. This threat is par-
ticularly evident in non-stationary systems like enterprise
systems, where their behavior could change over time, for
instance, due to the addition or removal of components, due
to changes on the software base, and due to changes in the
behavior of the users. Non-stationarity could be addressed
in several ways. One of the possibilities is to record historical
data regarding the behavior of the system and periodically
update the parameters of the model to more accurately
reflect the current or the predicted behavior, for instance
by using filters like Exponential Weighted Moving Average
(EWMA [24]) or Kalman’s [7], but this would require the
re-execution of a computationally expensive planning every
time a change is detected. A more interesting alternative is
to use Reinforcement Learning techniques that can lever-
age the MDP-based structure of the problem, such as, Q-
Learning, SARSA [57] and Artificial Neural Networks [56],
that allow the planner to automatically evolve as the system
does, without the need for a computationally expensive
planning when a change to the system occurs.

Another important threat to validity is given by the
scope of the model. The one that has been presented in
this paper only considers the defense side of the problem,
and assumes that the attacker does not make any move
during the execution of the defense plan. In the real world,
of course, this assumption is not realistic. This problem can
be either mitigated by considering the existence of external
controls, and by re-planning the defense strategy every time
an external control occurs, or embraced by extending the
model so to include the behavior of the attacker. The same
structure of the MDP-based formulation can then be used
to realize a multi-agent stochastic game, which potentially
allows the agents to execute proactive actions.

However, extending the model and defining the problem
as a multi-agent stochastic game, also has the potential to
increase the planning time, thus reducing the effectiveness

of the proposed methodology. For this reason, optimal
and/or sub-optimal model reduction techniques, like the
one presented in this paper, must be considered in order
to mitigate this issue.

Other threats to validity can come from the completeness
of the model: undocumented, undiscovered and unknown
systems connected to target system are not going to be in
the system model. If the static model is incomplete, dynamic
modeling based on that static model will have some errors
and omissions.

6 RELATED WORKS

Autonomic computing comprises four main dimensions
as described in [33], namely, self-configuration, self-
optimization, self-healing and self-protection. Most of the
proposed autonomic frameworks are focused on perfor-
mance and reliability management to maximize Quality
of Service (QoS) under uncertain operating conditions
(e.g., [100, [36], [371, [39], [47]]), and only few address the self-
protection aspect. In the following, we present a summary
of the current state of the art research on autonomic frame-
works supporting self-protection and related approaches
to software development using Model Integrated Comput-
ing [15].

In [12] the authors developed an autonomic security
management for healthcare information systems, that in-
cludes vulnerability assessment, intrusion estimation, in-
trusion detection and intrusion response. The anomaly-
based intrusion detection system uses system features such
as CPU load, memory utilization, and network and disk
throughputs to verify whether or not the system is in the
safe region. Should the system not reside in the safe region,
the intrusion response component selects a proper coun-
termeasure according to a list of actions executable on the
system, ordered according to the effectiveness in countering
the attack.

The authors of [13] propose an autonomic framework
named SHAPE for self-healing and self-protecting enter-
prise systems. It uses the same features proposed by [12]



to identify potential software anomalies on the hosts,
whereas Snort is used for network intrusion detection. The
framework provides a wide range of monitoring sensors
(e.g., hardware monitoring agent, software agents, mem-
ory agents, network agents) for handling different aspects
of fault management and self-protection. The output of
the monitoring modules is correlated and signatures are
generated when a deviation from the secure region is de-
tected. Currently, SHAPE only provides a limited set of
countermeasures (i.e., hardware/software restart and job
resubmission) and a static mapping approach is used to
select the best possible intrusion response action.

In [49], the authors describe an approach to architecture-
based self-protection. The main features of the proposed
framework, named Rainbow, reside in the separation be-
tween application logic and control layer and the usage of
system models for reasoning and deciding the countermea-
sure to deploy. Rainbow is designed according to the MAPE
loop for autonomic systems and, in the same way as [13], it
can be used for self-healing in addition to self-protection by
implementing the MAPE phases with the proper tools. In
this work, the authors show how Rainbow is able to defend
the system from a Denial of Service (DoS) attack.

In [45] the authors introduce a framework based on
MAPE for the self-protection of computer networks. The
monitor phase works with network traffic as well as with
the same set of system features used by [12], [13] for
anomalous behavior analysis. Filtered data is then continu-
ously streamed to the anomaly analysis module, that uses
sliding windows of different sizes to detect attacks with
different time granularity. The planning phase relies on
boolean expressions that define acceptable operations and
are associated with actions that describe how the boolean
condition would change. Since the main focus of this work
is network protection, routers are the main components
subject to control and target of the execute phase.

The authors of [3] describe how the human, that is usu-
ally considered to be in-the-loop, should instead be brought
on-the-loop, therefore having only the responsibility to
oversee the automated process and eventually validate the
results of the automated analysis. The work highlights how
modeling the attacks with attack graphs (e.g., [31]) without
modeling the system behavior introduces some limitations
to the predictive behavior of the protection tool, because
the attack graphs are not able to capture the likelihood of
each attack pattern and/or the real impact on the enterprise
system. To this end, they propose a framework based on
a system model that also includes the effects of attacks on
the present vulnerabilities, based on a service dependency
analysis. Once an attack pattern has been detected, the
framework is able to automatically generate a ranked list
of prospective actions to execute to minimize its impact.

7 CONCLUSIONS AND FUTURE WORKS

Although often with a limited rate of false positives, the
rate of the alerts generated by intrusion detection tools is
too high to be manually handled by a human operator.
Intrusion response systems replace the human operator with
an algorithm in charge of automatically finding a (possibly)
optimal countermeasure to the detected threat. Most of
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the works proposed so far treat separately the intrusion
detection and the intrusion response steps and, to the best
of our knowledge, none of the existing research proposes
a comprehensive model-based framework that integrates
system monitoring, intrusion detection, intrusion response
selection, intrusion response execution and realize a work-
ing prototype.

In this paper, we presented the design and implemen-
tation of the Plan phase of an Autonomic Security Man-
agement system architected according to the Monitor, Ana-
lyze, Plan, Execute loop for autonomic systems. In order to
make the solution suitable to be used outside an academic
environment, we employed Model Integrated Computing
for the automatic generation of MDP from a system model,
and we proposed a novel technique that shifts the curse
of dimensionality from the size of the system to the scope
of the attack. Experimental results show that it is practically
possible to obtain a reduction of several orders of magnitude
of the state space of the MDP, while maintaining optimal
or near-optimal solutions, according to the initial set of
attributes chosen for the execution of the heuristic.

The MAPE approach proposed in this work is in theory
sufficient to protect a system that behaves exactly in the way
it is described into the model. That is, everything works
perfectly with the assumption of a perfect model. However,
the effects of the defense actions executed on the system
might change over time, leading thus to a non-stationary
process. This is due to different reasons, among which, shifts
in the system configurations, updates to the software base,
changes of the users behavior. One possible way to address
this issue would be to monitor the execution of the actions
and to update the parameters of the model, for instance
by using filters like EWMA or Kalman’s, but this would
require the re-execution of a computationally expensive
planning every time a change is detected. For these reasons,
as a future work, we will investigate the realization of
a self-adaptive controller, by changing the reinforcement
learning paradigm from model-based to model-free. Specif-
ically, we will perform research on learning agents based
on widely used algorithms and technologies, such as, Q-
Learning, SARSA, Expected SARSA, QVLearning, double
Q-Learning [57]] and Artificial Neural Networks [56], to let
the controller automatically evolve as the environment does,
without the need for a computationally expensive planning
when a change to the system occurs.

Finally, we are planning to conduct a Cognitive Task
Analysis [41] to compare the cognitive load required from
the end-user in presence of the ASM and without it. This
experiment will be particularly useful to identify the stages
of the planning that require the most cognitive activity from
the user, thus giving hints on what aspects of the ASM
should be enhanced.
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APPENDIX

PROOF OF [LEMMA 1]

Proof: By contradiction. We show that a contradiction
can be derived from both the following cases.

A b .
dog,01 € Sy 09 + 01 Nog [vi—> 01 [y @)
A A ..
30’0,0’1 €Sy o9 = o1 Aoy [v:=+ o1 [vr (11)

For the case , we have that there must exist a state
o9 # 01 st. 09 = 02. By applying the definition of the
transition relation and the definition of X’ we have

Yo € V A(v)(00) = 0a(v)

A
Yo' e V! ﬂ {A@W) (M)} ={o1 v (')}

By resolving the intersection and since V'’ C V this can
be rewritten as Vv € V A(v)(0g) = o2(v) AVV € V' |7 €
Sv A(W')(r) = o1(v'), from which if we can derive the
following contradiction

Vo € V A(v)(00) = a2(v) AV € VI A(v')(00) = 1(v)

With a similar argument it can be shown that the case (i)
also leads to a contradiction. O

PROOF OF THEOREM 1l

Proof: By the definition of the g-value function , we
have that its value depends upon the reward function and
the transition probability function only. The construction
does not change the reward function, so we have to show
that the following holds

Va € A,VO‘Q,O‘l € Sy

Py(0o,2,01) = Py, (00 [v/ 2,01 [v/)

®)

For every action * € A and post-condition (p,\) €
Ax(z) of z, the construction of Ays does not alter the
probability distribution, hence the equation does not
hold iff for some x € A and o0g,01 € Sy (i) the LHS is 0
while the RHS is p, or (ii) the LHS is p while the RHS is 0.

For the case (i), by applying (2) we have that

dx € A,Jog, 01 € Sy

(V(p,A) € Ax(z) 00 5 o1)
AN

’

(Ip, X) € Axr () 0 v 2 oy Ty )

which contradicts [emma 1]
With a similar argument it can be shown that even the
case (ii) leads to a contradiction. O
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PROOF OF THEOREM

Proof: By reductio ad absurdum, we show that a
contradiction follows from

30 € Sy V(o) # Vi, (0 1v7) 9)
From (9) and by definition of the value function we obtain
Jo e SV Q} (03 .’E) 7& Q}-/ (0 rV’»y) (10)
where z = 7%(0) and y = 7%, (0 [v/) are the actions
selected by the optimal policies for the MDPs X and A,
respectively.

For (10), either (i) z = y or (ii) z # y must hold. If (i)
holds, this would be in contrast with Otherwise,
for the case (ii) we have that z is chosen over y by the
optimal policy 7%, whereas y is chosen over z by the
optimal policy 7%, of the reduced MDP.

Hence, from the definition of optimal policy (), there
must exist a state ¢ € Sy s.t. Qp(0,z) > Q4(oy) A

Q},(a lvr,x) < Q}/(a l'v,y) holds, from which we derive
a contradiction due to O

PROOF OF [LEMMA 2|

Proof: Let X be an MDP factored model and X’
the factored model derived from X by removing a post-
condition (p, \) € Ax(a) sit. Vo € Sy = Sy, =Sy,, o 2
o, for some action a € A = Ay = Ays, and let R be the
reward function of both X and X’ s.t. Vo € A R(z) < 0,
strictly negative by hypothesis (h0).

In order to show that the removal of such a post-
condition does not change the state-value it is enough to
show that the following holds

Ve e A, o €Sy
Q% (0,2) > Q% (0,a) = Q%,(0,2) > Q%,(0,a)

Hence, by reductio ad absurdum we show that a contra-
diction can be derived if both the following relations hold.

Q%(0,2) = Q% (0,a) > 0 @
Q% (0,2) — Q% (0,a) <0 (ii)
By the definition of the g-value function (3), in (i) we rewrite
Q% (0,a) in terms of Q% (0,a), by subtracting the term
related to the removed post-condition (p, A). Furthermore,

the derivation of X’ did not change the action z, thus we
can write Q% (0,2) = Q% (0, z) to derive

Qy(0,7) = Q% (0, a) < =PV, (0) (12)

For both () and to hold, —ypV*%, (o) < 0 must hold.
Since the sign of the state-value function V7, depends only

upon the sign of the reward function R, it should be that
Vz € A R(x) > 0, which contradicts the hypothesis (h0)
about the strict negativity of R. O

)
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